












 
Big Data on real hardware, Amazon Web Services, and Google Cloud Platform 

 
Error message from Vertica Log. 

 
Figure 24  – Google Compute Engine RHEL70 Vertica Setup 
 
Modify Vertica Python Script 
 
XFS filesystem errors are few and far between, but they are 
usually catastrophic and non-recoverable, the following 
temporary workaround is for non-production systems only, 
use at your own peril.  Before using make sure core dumps 
are enabled, with enough free disk space for a big dump.  If 
you do encounter an error make sure to communicate the 
problem to your operating system vendor (RedHat). 
 
The script to modify is identified in the adminTools.log as: 
 
/opt/vertica/oss/python/lib/python2.7/site-
packages/vertica/engine/api/prepare_database.py (line 224, 
in _check_file_system 

 

 
Figure 25  – Google Compute Engine RHEL70 Vertica Setup 
 
Do not do this in production.  Use vi to edit the dataset on 
the development/test system and temporarily allow 
databases on xfs filesystems.  Create the database, then 
revert the python script back to the original values. 
 

Mac Mini 
 
The machine used for the tests comes with 4 USB 3.0 ports, 1 
Firewire 800 port, a 1 TB 5400RPM internal drive, 16GB of 
RAM and an I7 processor. 
 

 
Figure 26  – Mac Mini 
 
Following is the disk layout for the Mac Mini. 
 

 
Figure 27  – Mac Mini Disks 
 
The 4TB G-Drive is attached via USB 3.0, the two 2TB G-TECH 
volumes are daisy chained via Firewire 800.  The 32GB stick is 
used as a swap device.  RHEL6.6 lives in the DISK0S4 partition 
(defined as FAT) of the 1 TB Apple HDD.  There was no need 
to run GRUB-INSTALL after installing RHEL6.6. 
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The G-drives have two FW800 ports, an esata port, and a USB 
2.0 port, the 4TB volume has a USB3.0 port.  Upon boot the 
two FW drives come up as real hard drives, the USB 3.0 
volume comes up drive cache write thru, which isn’t a 
performance issue: The disk blazes along at 130MB/second 
read or write.  In my experience the USB 3.0 performance is a  
bit better than esata (http://davidjyoung.com/cmg/vpee.pdf, 
page 12) followed by FW800, then USB 2.0.  The following 
two graphs illustrate vioperf and c++ (create 100 million 
rows) performance on the 5400rpm boot drive, then the 
usb2.0 drive, then the fw800 drive, then the usb3.0 drive. 
 

 
Figure 28  – VIOPERF, c++ (create 100,000,00 rows test data) 
 

 
Figure 29  – VIOPERF, c++ (create 100,000,00 rows test data) 
 
I was able to successfully restore OSX to the Mac Mini (a few 
times) over the network by simultaneously holding down the 
Windows key and the r key on my PC style keyboard while 
(then) powering on the machine. 
 

 
Figure 30  – Add noapic to avoid kernel panic 

To overcome kernel panics during RHEL6.6 install on the mac 
mini, hit the tab key when presented with the initial Install 
menu, then add a space and noapic to the startup string as 
shown preceding. 
 
The multi-threaded JDBC application stresses database, 
application and hardware concurrency. VTUNE “Bandwidth 
analysis measures the data read and written to DRAM via the 
processor’s integrated memory controller”.  The theoretical 
maximum for this processor (Intel® Core™ i7-3615QM 
Processor (6M Cache, up to 3.30 GHz)) is 25.6GB/second, 
depending on memory speed  (intel specs).  
 
In similar experiments on an i7-3770 with 32GB of RAM, the 
maximum for RHEL59 hovered around 5.5GB/second, slightly 
lower than RHEL67 which hovered around 6.1GB/second, and 
it goes up from there, increasing for RHEL70 (7.12) and 
RHEL70 with excavator (8.0).  For the Mac Mini with RHEL6.7 
and 16GB of RAM the rate is around 8.6GB/second, well 
below the published maximum as shown following. 
 

 
Figure 31  – VTUNE DRAM Bandwidth Analysis 
 
The following summarize VTUNE Power Analysis sleep and 
frequency statistics for (15 seconds of) all eight workload 
jobs. 
 

 Figure 32  – VTUNE Power Analysis Sleep and Frequency  
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Disk Read KB/s macmini  12/14/2016
sde sdb sdc sda sda4 sda1 sda2 sda3 sdd sdd1
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Disk Write KB/s macmini  12/14/2016
sde sda sda4 sdb sdc sda1 sda2 sda3 sdd sdd1

create100m load100m dbd load400m sql71 jdbc50 backup restore
r015 r017 r019 r023 r026 r031 r033 r035

wake-ups/sec/core 90.06 213.725 43.001 1.98 92.641 0.4 208.211 315.649
elapsed time 15.02 15.02 15.02 15.03 15.01 15.00 15.08 15.01
available core time 60.071 60.063 60.091 60.106 50.049 60.002 60.074 60.032
cpu % utilization 48.096 79.168 81.813 99.836 41.681 99.99 26.358 27.554
total time in non C0 states 30.693 12.512 10.929 0.999 35.02 0.006 44.24 43.491
total wake-up count 5,410 12,387 2,584 119 5,563 25 12,508 18,949
wake-up count due to IRQ 1,717 1,741 352 9 379 0 993 1,367
wake-up count due to timers 1,755 390 768 4 2,764 9 1,966 2,554
average cpu frequency (ghz) 3.11 2.64 3.11 3.10 2.65 3.09 2.48 2.21
sleep C1 4.00E-06 6.85E-06 5.85E-06 7.91E-07 5.38E-06 3.07E-07 3.33E-06 4.19E-06
sleep C0 29.378 47.55 49.1624 60.0073 25.029 59.996 15.834 16.541
sleep C3 0.611 2.497 0.435 0.034 0.928 0.004 0.656 1.504
sleep C6 0.097 0.452 0.049 0.003 0.045  0.177 0.57
sleep C7 29.984 9.562 10.444 0.062 34.047 0.002 43.406 41.416

http://davidjyoung.com/cmg/vpee.pdf
http://ark.intel.com/products/64900/Intel-Core-i7-3615QM-Processor-6M-Cache-up-to-3_30-GHz
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Figure 33  – VTUNE Power Analysis Frequency Details 
 
The following shows the layout of the Vertica storage 
locations, database, and catalog. 
 
          location_path             | usage  
 /mnt/usb4tb/macminifw/...0001_data | DATA,TEMP 
 /mnt/fw2tbv1/vertwork              | TEMP 
 /mnt/fw2tbv2/vertwork              | TEMP 
 /home/dbadmin/vertwork             | TEMP 
Vertica Analytic Database 8.0.0-0 Administration 
Tools 
 Database: macminifw                                                          
 Database Log: /mnt/fw2tbv1/macminifw/dbLog,                                  
/mnt/fw2tbv1/macminifw/v_macminifw_node0001_catalog/
vertica.log              
 Hosts: 10.207.55.122                                                         
 Restart Policy: ksafe                                                        
 Port: 5433                                                                   
 Catalog Directory: 
/mnt/fw2tbv1/macminifw/v_macminifw_node0001_catalog 

Figure 34  – Vertica db, catalog, storage locations 
 
The following table compares the results for RHEL5.9/Vertica 
7, and RHEL6.6/Vertica 8 on the mac mini. 
 

 
Figure 35  – RHEL5.9/Vertica 7 & RHEL6.6/Vertica 8 
 
Improvements in Redhat, Vertica 8, and USB 3.0 support all 
added to the better numbers for Vertica 8 versus Vertica 7.  
Firewire was enabled for the RHEL5.9/Vertica 7 experiments, 
check out this gem for enabling firewire support on RHEL5 - 
http://lonesysadmin.blogspot.com/2009/06/rhel5-and-
firewire.html Worked like a charm for this RHEL5.9 setup, no 

installation or rpm’s involved, just comment out a blacklisted 
entry and another minor setup step.  Throughput for 
individual Firewire and USB 2.0 devices gets cut almost in half 
when a second device is added to the bus, aggregate 
throughput stays about the same in these experiments, your 
mileage may vary.   
 
The following tables detail the expenses for testing on 
Amazon Web Services and Google Cloud Platform 
 

 
Figure 36  – Google Cloud Platform Costs 
 

Figure 37 – AWS Costs 
 
References 
 
The following executive summaries provide background: 
 

• Planning Capacity for Vertica on AWS 
• To SSD or not SSD: That’s a POWERful Vertica 

question 
• Client/Server Etudes: Vertica ODBC, JDBC, & VSQL 

Performance 
• Automating Vertica/Hadoop/SQL testing with 

Vmware, LoadRunner and Django  
 
The first draft of the full study can be found at 
http://davidjyoung.com/cmg/pcfverticaonaws.pdf 
 

create 100m load 100m dbd  load 400m sql 71 jdbc 50 back up re store
ghz % ghz % ghz % ghz % ghz % ghz % ghz % ghz %

3.1 94.8 3.1 64.4 3.1 93.4 3.1 100 3.1 62 3.1 99.3 3.1 41.1 1.2 44
3.2 5.2 1.2 22.7 3.2 6.6 1.2 15 2 0.2 1.2 28.9 3.1 34

3.2 9.2 3.2 6.5 1.2 0.2 3.2 13.5 3.2 8.9
2 1.1 2 3.7 1.5 0.1 3.3 6.8 3.3 7.3

3.3 0.5 2.2 3.6 2.1 0.1 2.2 3.1 1.7 1.9
other 2.1 other 9.6 other 0.1 other 6.5 other 3.9

macmini macmini
job rhel59, v7 rhel67, v8
create100m 325 208
load100m 493 366
dbd 305 305
load400m 1689 1346
vsql71q 6.465 5.765
jdbc50 142 101
jdbc50 136 98
backup 443 243
restore 254 189
qph 39,536 44,337
loadmbph 213,144 267,459
jdbcqph 75,441 104,694
backupgbph 109 198
restoregbph 189 254

Google SQL Service
DB standard Intel N1 8 VCPU running in NA (with 30% 
promotional discount)

6,060.97 Minutes $54.59 

Google Compute Storage PD SSD 216.09 GB-month $36.74 
Google SQL Service Storage PD SSD 140.3 GB-month $23.85 
Google Compute Standard Intel N1 2 VCPU running in NA 9,844 Minutes $16.41 
Google Compute Standard Intel N1 4 VCPU running in NA 4,922 Minutes $16.41 
Google Compute Storage PD Capacity 176.29 GB-month $7.05 
Google Compute Standard Intel N1 8 VCPU running in NA 527 Minutes $3.51 

Google Compute
Google Cloud Dataproc running on Standard Intel N1 4 
VCPU

4,922 Minutes $3.28 

Google Compute
Google Cloud Dataproc running on Standard Intel N1 2 
VCPU

9,844 Minutes $3.28 

Google Compute
RedHat Enterprise Linux 7 running on Standard Intel 
N1 8 VCPU

11 Hours $1.43 

BigQuery Active Storage 1.07 GB-month $0.02 
Google Compute Network Internet Egress from Americas to Americas 0.15 GB $0.02 
Google SQL Service Storage PD Snapshot 0.13 GB-month $0.01 

$166.60

Amazon Elastic Compute Cloud running Red Hat Enterprise Linux
$0.00 per RHEL t2.micro instance-hour (or partial hour) under monthly free tier 3 Hrs $0.00
$0.299 per On Demand RHEL m4.xlarge Instance Hour 2 Hrs $0.60
$0.609 per On Demand RHEL m4.2xlarge Instance Hour 18 Hrs $10.96
$0.970 per On Demand RHEL c3.4xlarge Instance Hour 1 Hrs $0.97
$1.088 per On Demand RHEL m4.4xlarge Instance Hour 16 Hrs $17.41
$1.805 per On Demand RHEL c4.8xlarge Instance Hour 1 Hrs $1.81
$2.524 per On Demand RHEL m4.10xlarge Instance Hour 5 Hrs $12.62
Total: $44.37
EBS $44.37
$0.00 for 4000 Mbps per c4.8xlarge instance-hour (or partial hour) 1 Hrs $0.00
$0.00 per GB-month of General Purpose (SSD) provisioned storage under monthly free tier 30 GB-Mo $0.00
$0.000 for 1000 Mbps per m4.2xlarge instance-hour (or partial hour) 18 Hrs $0.00
$0.000 for 2000 Mbps per m4.4xlarge instance-hour (or partial hour) 16 Hrs $0.00
$0.000 for 4000 Mbps per m4.10xlarge instance-hour (or partial hour) 5 Hrs $0.00
$0.000 for 750 Mbps per m4.xlarge instance-hour (or partial hour) 2 Hrs $0.00
$0.065 per IOPS-month provisioned - US West (Oregon) 682.796 IOPS-Mo$44.38
$0.10 for 2000 Mbps per c3.4xlarge instance-hour (or partial hour) 1 Hrs $0.10
$0.10 per GB-month of General Purpose (SSD) provisioned storage - US West (Oregon) 645.806 GB-Mo $64.58
$0.125 per GB-month of PIOPS (SSD) provisioned storage - US West (Oregon) 47.043 GB-Mo $5.88
Total: $114.94
Region Total: $159.31

http://lonesysadmin.blogspot.com/2009/06/rhel5-and-firewire.html
http://lonesysadmin.blogspot.com/2009/06/rhel5-and-firewire.html
http://davidjyoung.com/cmg/pcfvaws.esumm.pdf
http://davidjyoung.com/cmg/ssdesumm2.pdf
http://davidjyoung.com/cmg/ssdesumm2.pdf
http://davidjyoung.com/cmg/csesumm.pdf
http://davidjyoung.com/cmg/csesumm.pdf
http://davidjyoung.com/cmg/hdp25.pdf
http://davidjyoung.com/cmg/hdp25.pdf
http://davidjyoung.com/cmg/pcfverticaonaws.pdf
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